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Study on Daily Demand Forecasting Orders
Using Artificial Neural Network
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Abstract— In recent decades, Brazil has undergone several
transformations, from a closed economy to a market economy.
Transport, treatment and distribution of orders remained follow
these trends. As a result, the delivery parcel service has become
highly complex and competitive. In this context, the forecast
demand of orders comes as differential, leading structured
productivity and high level of customer service. The paper aims
to provide for the daily demand of orders in an Orders
Treatment Centre for fifteen days using Artificial Neural
Network (ANN). The methodological synthesis of the article is the
development of a Artificial Neural Network Multilayer
Perceptron (MLP), trained by error back-propagation algorithm.
The data for the experiments were collected for 60 days, 45 days
to training and 15 days for testing. Experiments were performed
with ten different topologies of ANN by changing the following
parameters: number of hidden layers, number of neurons in the
hidden layers, learning rate, momentum rate and stopping
criteria. The results obtained with use of ANN in daily demand
forecast orders showed good adhesion to the experimental data in
the training and testing phases.

Keywords— Demand Forecasting, Orders, Artificial Neural
Network.

I. INTRODUCAO

S NOVOS habitos de consumo dos brasileiros trouxeram

ao mercado produtos com ciclo de vida mais curto e,
consequentemente volumes crescentes de itens coletados ou
distribuidos todos os dias [1].

O ambiente logistico de transporte, tratamento e
distribuicdo de encomendas sofreu modificagdes constantes
em decorréncia de mudangas nos mercados, nas condutas de
concorrentes, nos fornecedores e na tecnologia utilizada. Em
razdo disso, o servico de entrega de encomendas tornou-se
altamente complexo e competitivo.

Para articular ou aprimorar uma estratégia empresarial que
responda a este ambiente em transformacdo, € necessaria
prever a demanda diaria de encomendas considerando fatores
relevantes e avaliacdo de alternativas eficientes [2].

Existem véarias técnicas de previsio de demandas
disponiveis, entre elas as Redes Neurais Artificiais
considerados modelos matematicos de previsdo inspirados no
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funcionamento dos neurdnios biologicos [3, 4, 5]. Nesse
contexto, a previsdo da demanda de encomendas surge como
diferencial, levando produtividade estruturada e alto nivel de
servigo ao cliente. Objetivo do artigo foi prever a demanda
diaria de encomendas em um Centro de Tratamento de
Encomendas (CTE), durante quinze dias, utilizando uma Rede
Neural Artificial (RNA).

O artigo esta organizado apos essa secdo introdutéria da
seguinte forma: na se¢do II sdo apresentados os conceitos
basicos da previsdo da demanda de encomendas. Na secao 111
sdo apresentadas as redes neurais artificiais, a Multilayer
Perceptron (MLP), o algoritmo de treinamento da MLP e os
critérios de parada de treinamento. Na segdo IV ¢é apresentada
a metodologia do artigo. Descrevem-se na secdo V o0s
resultados experimentais. O trabalho ¢ encerrado na segdo VI
com as considera¢des finais.

II. PREVISAO DA DEMANDA DE ENCOMENDAS

O planejamento e o controle das atividades da cadeia de
suprimentos/logistica dependem de estimativas acuradas dos
volumes de produtos e servicos a serem processados pela
cadeia de suprimentos. Tais estimativas ocorrem tipicamente
na forma de planejamentos e previsdes [3].

De acordo com [6], a necessidade de reduzir custos, ao
mesmo tempo elevar niveis de servigos, continuara a crescer.
Muitas empresas comegaram a examinar suas cadeias de
abastecimento ¢ sua rede de distribuicdo como uma das
poucas areas remanescentes onde podem reduzir custos.

O Centro de Tratamento de Encomendas evolui para
atender as pressdes continuas de reducdo de custo, aliada as
mudancas das necessidades do cliente serd um elemento
critico na capacitagdo das empresas para competir com
sucesso.

Destaca-se ainda que, quando a incerteza da variavel ¢ tao
alta que as técnicas mais comuns de previsdo e suas
utilizagdes no planejamento da cadeia de suprimentos levam a
resultados insatisfatorios, surge a necessidade de outras
modalidades de previsao [3].

A previsao de demanda ¢é essencial para a empresa como
um todo, @ medida que proporciona a entrada basica para o
planejamento e controle de todas as areas funcionais, entre as
quais Logistica, Marketing, Produgdo e Finangas.

Os niveis de demanda e os momentos em que ocorrem
afetam fundamentalmente os indices de capacidade, as
necessidades financeiras e a estrutura geral de qualquer
negocio. Cada uma das dareas funcionais tem problemas
especificos de previsdo. A previsdo de demanda abrange tanto
a natureza espacial quanto a natureza temporal da demanda, a
extensdo de sua viabilidade e seu grau de aleatoriedade [3].
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Prover a capacidade produtiva para satisfazer a demanda
atual e futura ¢ uma responsabilidade fundamental da
administragdo de produgdo [7].

Isso implica em obter o equilibrio adequado entre
capacidade e demanda e satisfazer os clientes de forma eficaz
em custo. Obtendo o equilibrio errado, deixara de atender a
demanda e tera custos excessivos.

Embora a previsio de demanda seja geralmente
responsabilidade dos departamentos de vendas e/ou
marketing, ¢ um insumo muito importante para a decisdo do
planejamento e controle de capacidade, normalmente uma
responsabilidade da geréncia de produgdo. Afinal, sem uma
previsdo de demanda ndo ¢é possivel planejar efetivamente
para futuros eventos, somente reagir a eles. Por isso ¢
importante que os tomadores de decisdo entendam a base e os
fundamentos logisticos para essas previsdes de demanda.

As Redes Neurais Artificiais sdo modelos constituidos por
unidades de processamento simples, chamados de neurdnios
artificiais, que calculam fun¢Ges matematicas. Estes modelos
sdo inspirados na estrutura do cérebro e tém como objetivo
simular o comportamento humano, tais como: aprendizagem,
associacdo, generalizagdo e abstragdo quando submetidas a
treinamento [4].

Sdo particularmente eficientes para o mapeamento
entrada/saida de sistemas ndo lineares e para realizar
processamento paralelo, além de simular sistemas complexos.
Generalizam os resultados obtidos para dados previamente
desconhecidos, ou seja, produzem respostas coerentes e
apropriadas para padroes ou exemplos que ndo foram
utilizados no seu treinamento [4].

Por fim, podem ser aplicadas em diversas areas e na
solugdo de varios problemas como: reconhecimento de
padrdes [8], descoberta de conhecimento e mineragdo em
bases de dados [9], medicina [10], negocios [11], inddstria
automotiva [12], previsio do comportamento do trafego
veicular urbano [13], qualidade nos servigos [14], entre outros.

. MULTILAYER PERCEPTRON

A MLP consiste de um conjunto de unidades (ndés ou
neurdnios), que constituem a camada de entrada, uma ou mais
camadas ocultas e uma camada de saida, onde o sinal de
entrada se propaga pela RNA camada por camada. Na Fig. 1 ¢
apresentada a estrutura basica de uma MLP.

Pesos

Nsy)—> Vi

w Neuronios da camada de entrada
\\N_f"_) Neurénios da camada oculta

N_r./. Neurdnio da camada de saida

Figura 1. Estrutura basica da RNA do tipo MLP. Fonte: Adaptado de [13].
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Observa-se na Figura 1 os dados (vetores de dados) de
entrada da rede (Xi,..., X,,), 0os neuronios da camada de entrada
da rede (Ney,..., Ne,) com seus respectivos pesos, 0s neuronios
que formam a camada intermediaria da rede (Noy,..., No,) e a
camada de saida (Ns;), formada por um neurdnio.

As RNAs possuem a capacidade de aprender por exemplos
e fazer interpolagdes e extrapolagdes do que aprenderam. Um
conjunto de procedimentos bem definidos, para adaptar os
pesos de uma RNA para que ela possa aprender uma
determinada fungfo, é chamado algoritmo de treinamento ou
de aprendizado [4].

O aprendizado de uma RNA usa um conjunto de dados
correspondentes a uma amostra de sinais para entrada e saida
do sistema. Para esse treinamento, a rede utiliza algoritmos de
aprendizado.

Inicialmente a rede permanece inerte e o algoritmo de
aprendizado modifica individualmente os pesos das
interconexdes de tal forma que o comportamento da rede
reflita a acdo desejada. Em outras palavras, a rede pode alterar
sua estrutura interna de maneira incremental até que se
alcance o desempenho esperado de estimagdo dos dados [15].

Como resultado do treinamento, produzira valores de saida
similares ao conjunto de dados para valores que sejam iguais
as amostras de treinamento. Para valores intermediarios, a
rede produzira uma interpolagdo. Ou seja, podem aprender
através de exemplos [15].

O algoritmo de retro propagag¢do do erro (error back-
propagation), utilizado na MLP, consiste, basicamente, em
determinar as variagdes nos pesos sinapticos da RNA, tendo
como objetivo minimizar o erro obtido na saida através do
aprendizado do vetor de treinamento (entrada-saida) [16].

Para isso, o algoritmo baseia-se no método do gradiente
descendente, o qual, dada uma medida do erro, procura
modificar o conjunto de pesos w; da rede, reduzindo o erro na
dire¢do mais ingreme da superficie definida no espago w [4].

Em resumo, o algoritmo do gradiente descendente
estabelece mudangas nos pesos w; por uma quantidade Aw;
proporcional ao gradiente do erro.

O algoritmo de retro propagagdo do erro (error back-
propagation) funciona da seguinte forma: apresenta-se um
padrdo a camada de entrada da rede, esse padrdo ¢ processado
camada por camada até que a camada de saida forneca a
resposta processada, fi,.p, como mostra a Equagéo (1):

Non
Fgl®) zg{ZVf 'W(E“};x: +b, J+b0
1

Na qual v; e wy; sdo pesos sindpticos; by € by sdo os biases;
e ¢ a funcdo de ativagdo, comumente especificada como sendo
a fungdo sigmoide.

A Fig. 2 mostra a fungdo sigmoide.
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Figura 2. Funcao sigmdide. Fonte: Adaptado de [17].

O principio deste algoritmo, para célculo dos erros nas
camadas intermediarias, ¢ o seu calculo por retroalimentagédo,
possibilitando, desta forma, o ajuste dos pesos
proporcionalmente aos valores das conexdes entre camadas.

De acordo com [4], a MLP possui as seguintes
caracteristicas: fungdo de ativagdo ndo-linear (sigmoidal), uma
ou mais camadas de neurdnios ocultos e um alto grau de
conectividade. Uma MLP treinada com o algoritmo de retro
propagacdo realiza um mapeamento ndo linear de entrada-
saida.

Em um processo iterativo como o algoritmo error back-
propagation, uma questdo importante ¢ sobre o critério de
parada do treinamento [15].

Em termos absolutos, a solucédo final ocorrera para o indice
de desempenho (erro global) igual a zero ou dentro de um
valor muito pequeno [4].

Contudo, se durante a fase de treinamento o erro nao for
pequeno e ndo tiver tendéncia a diminuir, dois enfoques
podem ser adotados [4]:

a) Limitar o numero de iteragdes, ou seja, o treinamento

cessa apos ter ocorrido um valor limite, prefixado, de
épocas de treinamento.
Amostrar e tirar a média de certo nimero de épocas,
por exemplo, 500 épocas. Se o erro médio do tltimo
conjunto de 500 épocas ndo for melhor que o das 500
anteriores o treinamento dever ser cessado, indicando
que um minimo local foi alcangado. Depois disso, a
rede deve estar ainda pronta para ser reutilizada para
testes [4].

b)

IV. METODOLOGIA

Os dados foram coletados numa empresa de grande porte
durante 60 dias uteis, 45 dias para treinamento e 15 dias para
teste.

A metodologia experimental consistiu no
desenvolvimento de uma MLP treinada com o algoritmo de
error back-propagation.

Foram realizados dez experimentos variando a topologia
da MLP segundo a quantidade de camadas ocultas, o nimero
de neurdnios nas camadas ocultas, a taxa de aprendizagem, a
taxa de momentum.

a) Topologia e Pardmetros

A abordagem selecionada para a escolha das topologias
da MLP foi a abordagem empirica, que consiste em testar
varias topologias até encontrar uma que apresente um
resultado satisfatorio [18].

A inclusdo do termo momentum tem por objetivo aumentar
a velocidade de treinamento da rede neural e reduzir o perigo
de instabilidade. Recomenda-se que o valor da taxa de
momentum fique compreendido entre 0 e 1 [19].

A utilizacdo de um grande nimero de camadas escondidas
nio ¢ recomendada. Cada vez que o erro médio durante o
treinamento ¢ utilizado para atualizar os pesos das sinapses da
camada imediatamente anterior, ele se torna menos util ou
preciso. Testes empiricos com a MLP back-propagation para
problemas de estimagdo de fung¢do podem ser resolvidos
utilizando-se apenas uma camada, mas, pode ser necessario a
utilizagdo de duas camadas escondidas [16, 20].

Com relagdo ao numero de neurdnios nas camadas
escondidas, este ¢ geralmente definido empiricamente. Deve-
se ter cuidado para nio utilizar nem unidades demais, o que
pode levar a rede a memorizar os dados de treinamento
(overfitting), ao invés de extrair as caracteristicas gerais que
permitirdo a generalizagdo, nem um niimero muito pequeno,
que pode forgar a rede a gastar tempo em excesso tentando
encontrar uma representacdo 6tima [16, 20, 21].

O parametro taxa de aprendizado tem grande influéncia
durante o processo de treinamento da MLP. Uma taxa de
aprendizado muito baixa torna o aprendizado da rede muito
lento, ao passo que uma taxa de aprendizado muito alta
provoca oscilagdes no treinamento e impede a convergéncia
do processo de aprendizado. Geralmente seu valor varia de 0,1
a1,0[16,20,21].

Os critérios de parada mais utilizados so:

a) Numero de épocas (ciclos): define o nimero de vezes
em que o conjunto de treinamento € apresentado a rede;

b) erro: consiste em encerrar o treinamento apOs 0O erro
médio quadratico ficar abaixo de um valor a pré-definido. Este
valor depende muito do problema. Uma sugestdo ¢ estabelecer
um valor de 0,01 no primeiro treinamento ¢ depois ajusta-lo
em func¢do do resultado [20, 21].

A Tabela 1 apresenta as topologias e os pardmetros
utilizados nos dez experimentos realizados.

TABELA L.TOPOLOGIAS E PARAMETROS UTILIZADOS NA MLP.

E . Camadas Neurdnios Taxa de Taxa de Critério de
xperimento nas camadas . parada da
ocultas aprendizado momentum
ocultas RNA

Erro menor

Exp. 1 2 5 0,3 0,5 que 0,01 ou
200 épocas

Erro menor

Exp.2 2 7 0,5 0,7 que 0,01 ou
200 épocas

Erro menor

Exp.3 2 9 0,7 0,9 que 0,01 ou
200 épocas

Erro menor

Exp. 4 2 11 0,9 0,95 | que00lou
200 épocas

Erro menor

Exp. 5 2 15 0,95 0,99 que 0,01 ou
200 épocas

Erro menor

Exp. 6 3 5 0,3 0,5 que 0,01 ou
200 épocas

Erro menor

Exp.7 3 7 0,5 0,7 que 0,01 ou
200 épocas

Erro menor

Exp. 8 3 9 0,7 0,9 que 0,01 ou
200 épocas

Erro menor

Exp. 9 3 11 0,9 0,95 que 0,01 ou
200 épocas

Erro menor

Exp. 10 3 15 0,95 0,99 que 0,01 ou
200 épocas
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As doze entradas da MLP foram: A Fig. 5 mostra a fase de teste do experimento 2.
e Semana do més (primeira semana, segunda,

terceira ou quarta semana); EXPERIMENTO 2

e Dia da semana (segunda a sexta-feira); 450000

e Encomendas urgentes; a00000

e Encomendas ndo urgentes; 250000

e Encomendas do tipo A; 300000

e  Encomendas do tipo B; 20000

e Encomendas do tipo C; 200000

e Encomendas do setor fiscal; 150000

e Encomendas do setor controlador de transito; 100000

e  Encomendas do setor bancario (1); 30000

e Encomendas do setor bancario (2); B s— e

e Encomendas do setor bancario (3). o g SR e S

A saida da MLP ¢ a previsdo da demanda de encomendas Figura 5. Fase de Teste da MLP (Experimento 2).

diaria. A Fig. 3 mostra a topologia da MLP utilizada no ) )
experimento 5. A Fig. 6 mostra a fase de teste do experimento 3.

EXPERIMENTO 3
450000

400000
350000
300000
250000
200000
150000
100000

50000

K 2 3 4 5 6 7 8 9 i0 11 12 13 14 15

—+—Dia Saida desejada  —a—Saida da RNA

Figura 3. Topologia da RNA do tipo MLP. ) )
Figura 6. Fase de teste da MLP (Experimento 3).

V. RESULTADOS EXPERIMENTAIS A Fig. 7 mostra a fase de teste do experimento 4.

As Fig. 4 a 13 mostram os resultados dos experimentos, a
curva com marcador (quadrado) representa os dados reais
(saida desejada) e a curva com marcador (triangular)
representa a saida da RNA.

O eixo x com marcador (losango) corresponde aos dias de
teste (15 dias). O eixo y corresponde a quantidade de
encomendas, a variagdo do eixo y esta entre 177.901
encomendas (minimo) e 413.307 encomendas (maximo).

EXPERIMENTO 4
450000

400000
350000
300000
250000
200000
150000
A Fig. 4 mostra a fase de teste do experimento 1. 100000
EXPERIMENTO 1

0 g e R e )
450000 i ; 2 3 4 5 B 7 8 9 10 11 12 13 14 15

400000 —4—Dia Saida desejada ——Saida da RNA
350000
300000 Figura 7. Fase de Teste da MLP (Experimento 4).
250000
200000
150000
100000
50000

—+—Dia Saida desejada  —a—Saida da RNA

Figura 4. Fase de Teste da MLP (Experimento 1).
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A Fig. 8 mostra a fase de teste do experimento 5. A Fig. 11 mostra a fase de teste do experimento 8.
EXPERIMENTO 5 EXPERIMENTO 8

450000 450000
400000 400000
350000 350000
300000 300000
250000 250000
200000 200000
150000 150000
100000 100000
50000 50000

0O 4———4——4—0—0—0———+—0—0— 0 +—————0—0——¢—+—0———+—9

1 2 3 4 5 B 7 -3 9 10 11 12 13 14 15 1 2 3 4 5 B 7 8 9 10 11 12 13 14 15

—e—Dia Saida desejada  —— Saida da RNA —e—Dia Saida desejada  —a— Saida da RNA
Figura 8. Fase de Teste da MLP (Experimento 5). Figura 11. Fase de Teste da MLP (Experimento 8).
A Fig. 9 mostra a fase de teste do experimento 6. A Fig. 12 mostra a fase de teste do experimento 9.
EXPERIMENTO 6 EXPERIMENTO 9

450000 450000
400000 400000
350000 350000
300000 300000
250000 250000
200000 200000
150000 150000
100000 100000
50000 50000

0 44— —0———0——0——+—0—+—> 0 A —————

1 2 2 4 5 & 7 8 9 10 11 12 13 14 15 1 2 .. 4 5 & 7 8 9 10 11 12 13 14 15

—+—Dia Saida desejada  —=a—Saida da RNA —+—Dia Saida desejada —&—Saida da RNA
Figura 9. Fase de Teste da MLP (Experimento 6). Figura 12. Fase de Teste da MLP (Experimento 9).

A Fig. 10 mostra a fase de teste do experimento 7.

A Fig. 13 mostra a fase de teste do experimento 10.
EXPERIMENTO 7

450000 EXPERIMENTO 10
AD0H 450000
350000 400000
300000 350000
250000 300000
200000 250000
150000 200000
100000 150000
50000 100000

0O 40— —4—0—0——¢—0¢—0—0—0—4 50000

1 2 3 a4 5 6§ 7 8 9 10 11 12 13 14 15
—+—Dia Saida desejada  —=&—Saida daRNA ° 1 2 3 4 5 3 7 8 9 10 11 12 13 14 15
—+—Dia Saida desejada  —&—Saida da RNA

Figura 10. Fase de Teste da MLP (Experimento 7).
Figura 13. Fase de Teste da MLP (Experimento 10).
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A Tabela II apresenta as taxas de erros dos experimentos -
(1alo0).

TABELA II. TAXAS DE ERROS DOS EXPERIMENTOS.

Exp.01 | Exp.02 | Exp.03 [ Exp.04 | Exp.05 | Exp.06 | Exp.07 | Exp.08 | Exp.09 | Exp.10
Dia
Erro Erro Erro Erro Erro Erro Erro Erro Erro Erro
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
1
-1.0% | 0% | -0.1% | 0.9% -2.4% 5.4% 3.8% 3.4% 4,0% | 0,04%
2
-6,9% -1,6% -2.6% -3.2% -3.3% 6,0% 1.4% -5.7% -1,1% -5.4%
3
-7.8% -0,2% -1,2% -0,8% -1,2% 3,6% 2.9% -4,5% -0,5% 0,0%
4
153% | 14,3% | 14,5% 4.5% 8,6% 6,8% 19,0% | 23,5% | 10,3% [ 13.8%
5
8,7% 4,8% 5,3% 6,4% 4,8% 6,6% 6,5% 6.1% 7.1% 53%
6
-3.8% 2.7% -2.3% -0.1% 0,0% 4,6% -2.6% -2.8% -1.2% -2.0%
7 -
11,1% 2.3% -5.2% -3,6% -1,6% 4.8% 0,1% -1.7% -3.8% -1,2%
8 - - - - - - -
20,9% | 11,3% | 152% | 12,0% | -5.7% 13,1% | -9.9% 16,2% | 134% | -2,0%
9 -
-54% | 43% | -46% | -05% | 001% [ -58% | -3.9% | -62% | -5.0% | 2,1%
10
-5.5% -7.0% -3.9% -1.8% 0,8% -7.8% -7.9% -7.2% -6,.9% 0.8%
11
-8,1% 5,4% -2,5% 0,9% -2,5% 14,5% 1,9% -4.,8% 3,6% -1,0%
12
-9.0% 32% | -22% | -3,5% | -10% | 10,0% 1,0% -73% | -0.8% L1%
13
-0.2% 2,5% 2,4% 1.4% 6.7% 7.9% 7.9% 0.8% 2.7% 3.4%
14
12,7% 5.5% 3.3% 3.0% 5.0% 7.7% 6,1% 6,6% 2.8% 5.6%
15
184% | 59% 3.4% 6,3% 8,2% 85% | 142% | 107% | 9.4% 72%

Observa-se na Tabela II os dois maiores erros percentuais
de cada experimento (destacados em negrito).

O experimento 5 com a MLP de 2 camadas ocultas, taxa
de aprendizado igual a 0,95, taxa momentum 0,99 e o nimero
maximo de épocas igual a 200 apresentou o melhor resultado.

Pode-se considerar que a topologia adotada no
experimento 5 adaptou-se melhor ao conjunto de dados
apresentado, o que resultou na melhor previsdo.

Adicionalmente foram realizados mais cinco experimentos
(5.1 a 5.5) a partir do experimento 5, trocando-se o niimero de
camadas ocultas e a taxa de aprendizado. Esses experimentos
foram realizados no intuito de avaliar a mudanga dos valores
de saida.

A Tabela III apresenta as topologias e os pardmetros
utilizados nos cinco experimentos adicionais.

TABELA IIL.TOPOLOGIAS E PARAMETROS UTILIZADOS NOS CINCO
EXPERIMENTOS ADICIONAIS.

Critério de
parada da
RNA

Neurdnios nas
camadas
ocultas

Taxa de
momentum

Taxa de
aprendizado

Experimento | Camadas
5 ocultas

Erro menor
que 0,01 ou
200 épocas

Exp. 5.1 3 15 0,3 0,99

Erro menor
que 0,01 ou
200 épocas

Exp. 5.2 3 15 0,5 0,99

Erro menor
que 0,01 ou
200 épocas

Exp. 5.3 3 15 0,7 0,99

Erro menor
que 0,01 ou
200 épocas

Exp. 5.4 3 15 0,9 0,99

Erro menor
que 0,01 ou
200 épocas

Exp. 5.5 3 15 0,95 0,99
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A Tabela IV apresenta as taxas de erros dos experimentos
adicionais com a presenga do experimento 5.

TABELA IV. TAXAS DE ERROS DOS EXPERIMENTOS ADICIONAIS
COM A PRESENCA DO EXPERIMENTO 5.

Exp. 5 Exp. 5.1 Exp. 5.2 Exp. 5.3 Exp. 5.4 Exp. 5.5
Dia

Erro (%) Erro (%) Erro (%) Erro (%) Erro (%) Erro (%)

1 -2,40% 4,99% 0,71% 3,99% 3.46% 0,43%
2 -3,30% -0,50% -3,67% -0,58% -0,61% -0,60%
3 -1,20% 2.33% -0,72% 2,43% 0,38% -1.61%
4 8,60% 12,41% 18,95% -2,74% 14,17% 20,23%

5 4.80% 5,46% 7.92% 6,16% 6,25% 3.65%
6 0,00% -0,06% 0,33% -1,28% 0,09% -2,04%
7 -1,60% -1,87% -2,01% -4,55% -2,47% -2,40%
8 -5,70% -10,42% -12,77% -11,74% -12,61% -13,56%
9 -0,01% -2,97% -3,55% -4,71% -3,85% -6,03%
10 0,80% -9,08% -6,05% -8,21% -8,00% -7.90%
11 -2,50% 2,87% 2,03% -0,86% 1,75% -1,57%
12 -1,00% 2,51% 1,57% -4.21% -1,94% -2,92%
13 6,70% 5,25% 5.45% 2,40% 4,64% -0,19%
14 5,00% 5,71% 9,36% 1,04% 5,22% -3,88%
15 8,2% 9.21% 9.15% 7,08% 9.58% -4,69%

Observa-se na Tabela IV os dois maiores erros percentuais
de cada experimento adicional (destacados em negrito). Os
experimentos adicionais confirmam que a topologia e os
parametros utilizados no experimento 5 apresentam a melhor
previsdo entre todos.

VI. CONSIDERACOES FINAIS

A topologia da MLP do experimento 5 aplicada a previsdo
da demanda de encomendas apresentou boa aderéncia aos
dados experimentais nas fases de treinamento e teste,
identificando padrdes de comportamento em um ambiente
logistico complexo que envolve, transporte, tratamento e
distribui¢do de encomendas.

A contribuigdo do trabalho reside na aplicagdo da MLP
para previsdo da demanda em empresas de transporte,
tratamento e distribuicdo de encomendas, permitindo adequar
recursos produtivos, conforme a demanda diaria, evitando
rupturas durante o processo e perda do prazo de entrega, além
de reduzir o custo com recursos disponibilizados
desnecessariamente em operagdes mal dimensionadas por
falta de previsdo da demanda adequados.

Pretende-se dar continuidade aos estudos com a realizagao
de novos experimentos aplicando a MLP em outros problemas
de previsdo de demanda com o intuito de validar o modelo
apresentado, pretende-se ainda realizar outros experimentos
para prever separadamente a demanda de encomendas
urgentes e ndo urgentes.
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